Aiming to study the bubble cavitation problem in quiescent and sheared liquids, a third-order isothermal lattice Boltzmann model that describes a two-dimensional (2D) fluid obeying the van der Waals equation of state, is introduced. The evolution equations for the distribution functions in this off-lattice model with 16 velocities are solved using the corner-transport-upwind (CTU) numerical scheme on large square lattices (up to $6144 \times 6144$ nodes). The numerical viscosity and the regularization of the model are discussed for first- and second-order CTU schemes finding that the latter choice allows to obtain a very accurate phase diagram of a nonideal fluid. In a quiescent liquid, the present model allows us to recover the solution of the 2D Rayleigh-Plesset equation for a growing vapor bubble. In a sheared liquid, we investigated the evolution of the total bubble area, the bubble deformation, and the bubble tilt angle, for various values of the shear rate. A linear relation between the dimensionless deformation coefficient $D$ and the capillary number $Ca$ is found at small Ca but with a different factor than in equilibrium liquids. A nonlinear regime is observed for $Ca \gtrsim 0.2$.
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I. INTRODUCTION

The cavitation and growth of bubbles in stretched or superheated liquids is a phenomenon frequently appearing in nature with relevant scientific and technical interest [1]. Cavitation is a sudden transition from liquid to vapor that can be promoted by the decrease of the pressure in a stretched liquid below the liquid’s vapor pressure as well as by the nucleation of bubbles in a superheated liquid [2]. Examples of these processes, among others, are given by the cavitation corrosion of materials exposed to water [3], phase changes in cosmology [4], and vulcanism [5]. In the following we will be interested in studying numerically the kinetics and dynamics of a single vapor bubble, which cavitates in a superheated liquid, which is either at rest or subject to shear. Previous studies of a nucleating bubble are very limited and rely on molecular dynamics [6–9], lattice Boltzmann (LB) simulations [10–13], and other numerical methods [14]. Growth curves of the bubble in a quiescent fluid were obtained in Refs. [9,11,12] and compared to the Rayleigh-Plesset (RP) growth model [15–17]. The first attempts of addressing the cavitation study in a sheared liquid were presented in Refs. [11,12].

From more than two decades, the use of LB models for phase-separating fluids has widely expanded because of the parallel nature of their basic algorithm, as well as for their capability to easily handle interactions [18–24]. A characteristic feature of the LB models is the polynomial expansion of the equilibrium single-particle distribution function up to a certain order $N$ with respect to the fluid particle velocity. This expansion is made by projecting the equilibrium distribution function on a set of orthogonal polynomials, e.g., the Hermite polynomials [25]. In the widely used collision-streaming LB models, the velocity space is discretized so that the velocity vectors of the fluid particles leaving a node of the lattice are oriented towards the neighboring nodes [26]. Such models are also called on-lattice models.

In this paper we perform a qualitative and quantitative analysis of the bubble cavitation problem using a third-order isothermal LB model that describes a two-dimensional (2D) nonideal fluid obeying the van der Waals equation of state (EOS) [27]. Though several equations of state exist [28] and different lattice Boltzmann models are available to handle high liquid-vapor density ratios [29], the used EOS is a well-established and classic benchmark fitting our goal. Indeed, a recent numerical study [30], based on the van der Waals EOS, allowed us to elucidate qualitatively and quantitatively the cavitation inception at a sack-wall obstacle in a 2D geometry. The study of two-dimensional bubbles has attracted a lot of interest in the past. Indeed, an immiscible drop in shear flow has been studied theoretically [31,32] and numerically [33,34]. For two-dimensional miscible binary mixtures the problem of bubble breakup and dissolution under shear was also addressed [35].

The 2D LB model used in this paper, which is described in Secs. II A–C, has 16 off-lattice velocities and is based on the Gauss-Hermite quadrature method [25,27]. In Ref. [27], the evolution equations for the distribution functions in the LB model were solved using the first-order corner-transport-upwind (CTU1) numerical scheme [27,36–39]. Besides the
capability of handling off-lattice velocity sets in LB models, this very simple scheme, which is of first order with respect to the lattice spacing $\delta s$, involves only four neighboring lattice nodes and is easily parallelizable, like the collision-streaming scheme. Despite these advantages, the computer simulations performed with the CTU1 scheme are plagued by its numerical viscosity, as discussed in Sec. II D below. To improve the accuracy of our simulations, in this paper we further extended the previous LB model [27] by incorporating the second-order corner-transport-upwind scheme (CTU2) [37–39]. These schemes, though well documented in the mathematical literature for the numerical solution of hyperbolic partial differential equations, are here demonstrated to have the capabilities to deal with an off-lattice discrete velocity set in a LB model, and the provided results are encouraging.

In order to follow the bubble evolution on large lattices during long time intervals, we implemented this model on NVIDIA® graphics processing units (M2090 and K40). The resulted code was first tested by simulating the evolution of shear waves oriented along the horizontal axis or along the diagonal of a square lattice. During these simulations, we checked for anisotropic effects in the LB model and we found that no regularization procedure is needed for small values of the relaxation time ($\tau \leq 0.1$), i.e., when the isothermal fluid is not too far from equilibrium and obeys the mass and momentum conservation equations (Sec. II D). Further tests reported in Sec. II E refer to the liquid-vapor phase diagram (Sec. II D). Moreover, the tilt angle of the deformed bubble with respect to the lattice diagonal of a square lattice. During these simulations, we checked for anisotropic effects in the LB model and we found that no regularization procedure is needed for small values of the relaxation time ($\tau \leq 0.1$), i.e., when the isothermal fluid is not too far from equilibrium and obeys the mass and momentum conservation equations (Sec. II D). Further tests reported in Sec. II E refer to the liquid-vapor phase diagram (Sec. II D). Moreover, the tilt angle of the deformed bubble with respect to the lattice diagonal of a square lattice.

Since the growth or shrinkage of a bubble mainly depends on its initial size at fixed temperature and pressure, in Sec. III A we checked the theoretical prediction [40] of the critical radius of the bubble neither growing nor shrinking in a quiescent superheated liquid. In such a system the bubble Helmholtz free-energy density can decrease by increasing the bubble size via evaporation of some of the surrounding liquid to the coexistence densities. Alternatively, the interfacial free energy increases as the bubble shrinks. The competition between these two mechanisms, under the constraint of local mass conservation, induces either the growth or the collapse of the bubble.

When the bubble cavitates, the time evolution of its radius can be theoretically described by the RP model [15–17], where the Navier-Stokes equation is rewritten for a spherical bubble in an infinite liquid domain. In Sec. III B of this paper we derive the RP equation in two dimensions and compare our numerical findings to its predictions. This will allow to test the accuracy of the present off-lattice numerical model in addressing the problem of cavitation. Indeed, the RP equation is useful to quantitatively characterize the growth of bubbles in cavitation. This problem is often tackled in two dimensions due to its heavy computational cost [30,41]. In this way the analysis of the RP equation in a low-dimensionality system may give an analytical support to further numerical studies. Our study shows that the numerical model gives the right growth rate of a cavitating bubble up to a final bubble size, which is more than one order of magnitude larger than its initial value.

Finally, despite the deep scientific and technological interest for the problem of the deformation of a bubble in an immiscible fluid under an external flow [1], the growth of a vapor bubble in shear flow has not been the subject of extended investigation. In the present study we are able to characterize the growth and the deformation of the bubble on time scales long enough to access non-negligible values of the capillary number (Sec. III C). Moreover, the tilt angle of the deformed bubble with respect to the flow direction and its area extension are computed.

In this paper, all physical quantities are nondimensionalized by using the following reference quantities [42]: the fluid particle number density $n_g = N_A/V_{mc}$, the critical temperature $T_R = T_c$, the fluid mass $m_g = M/N_A$, the length $l_R = 1/\sqrt{\pi n_g}$, the speed $c_R = \sqrt{k_B T_c/m_R}$, and the time $T_R = l_R/c_R$. Here $N_A$ is Avogadro’s number, $V_{mc}$ is the molar volume at the critical point, $T_c$ is the critical temperature, and $M$ is the molar mass.

II. DESCRIPTION OF THE MODEL

A. Velocity set, single-particle distribution functions, and evolution equations

In order to derive the Navier-Stokes equations from the Boltzmann equation in the case of a compressible isothermal fluid [25,43,44], the moments up to the order $N = 3$ of the Maxwell-Boltzmann equilibrium single-particle distribution function

$$f^{eq} = f^{eq}(x, \xi, t) = \frac{\rho}{(2\pi T)^{D/2}} \exp \left[ -\frac{(\xi - u)^2}{2T} \right]$$

are required according to the Chapman-Enskog method [18–24]. In Eq. (1) above, $x$ is the fluid particle position vector, $\xi$ is the fluid particle velocity vector, $t$ is the time, and $\rho = \rho(x, t)$, $T = T(x, t)$, $u = u(x, t)$ are the local values of the fluid particle number density, fluid temperature, and fluid velocity, respectively. In the Gauss-Hermite LB model of order $N$ in $D$ dimensions (see Ref. [25] and references therein), the equilibrium single-particle distribution function (1) is expanded up to order $N$ with respect to the tensor Hermite polynomials $H^{(\ell)}(\xi) \equiv H^{(\ell)}_{\alpha_1...\alpha_D}(\xi)$, $0 \leq \ell \leq N (1 \leq \alpha_1, \ldots, \alpha_D \leq D)$:

$$f^{eq}(x, \xi, t) = \omega(\xi) \sum_{\ell=0}^{N} \frac{1}{\ell!} \alpha_{\alpha_1...\alpha_D}^{(\ell)}(x, t) H^{(\ell)}_{\alpha_1...\alpha_D}(\xi),$$

where summation over repeated lower greek indices is implicitly understood and

$$\omega(\xi) = \frac{1}{2\pi} e^{-\xi^2/2T},$$

$$\alpha_{\alpha_1...\alpha_D}^{(\ell)}(x, t) = \int f^{eq}(x, \xi, t) H^{(\ell)}_{\alpha_1...\alpha_D}(\xi) d\xi.$$
BGK collision term in a $D$-dimensional LB model of order $N$ [18–20,25,44,49], the functions $f_k$, $1 \leq k \leq K = (N + 1)^D$, evolve according to

$$
\partial_t f_k + \xi_{k,\gamma} \partial_{\gamma} f_k = -\frac{1}{\tau} \left[ f_k - f_k^{eq} \right] + F_k, \quad 1 \leq k \leq K,
$$

(4)

where $\partial_{\gamma} = \partial / \partial \xi_{k,\gamma}$, $\xi_{k,\gamma} \in \{x,y,\ldots\}$, are the Cartesian components of the velocity vector $\xi_k$, $\partial_{\gamma} = \partial / \partial \xi_{k,\gamma}$,

$$
f_k^{eq} \equiv f_k^{eq}(x,t) = w_k \sum_{\ell=0}^{N-1} \frac{1}{\ell!} a_{\alpha_1\ldots\alpha_\ell}(x,t) \mathcal{H}_{\alpha_1\ldots\alpha_\ell}(\xi_k),
$$

(5)

and $\tau$ is the relaxation time. In the Gauss-Hermite LB model of order $N = 3$, the expressions of the functions $f_k^{eq} \equiv f_k^{eq}(x,t)$ and of the force term $F_k$ are [25,50–52]:

$$
f_k^{eq} = \frac{1}{2\rho} \left[ \xi_k \cdot u + \frac{1}{2} (\xi_k \cdot u)^2 - u^2 + (T - 1)(\xi_k^2 - 2) \right] + \frac{\xi_k \cdot u}{6} \left[ (\xi_k \cdot u)^2 - 3u^2 + 3(T - 1)(\xi_k^2 - 4) \right],
$$

(6)

$$
F_k = w_k \rho \left\{ \xi_k \cdot g + (\xi_k \cdot g)(\xi_k \cdot u) - g \cdot u + \frac{1}{2\rho} \left[ (\xi_k \cdot g) \mathcal{H}_2^{(2)}(\xi_k) - 2g\xi_k \right] \right\},
$$

(7)

where

$$
\rho \equiv \rho(x,t) = \sum_{k=1}^{K} f_k = \sum_{k=1}^{K} f_k^{eq}
$$

(8)

$$
u \equiv u(x,t) = \frac{1}{\rho} \sum_{k=1}^{K} f_k \xi_k = \frac{1}{\rho} \sum_{k=1}^{K} f_k^{eq} \xi_k
$$

(9)

are the local density and velocity. In the expression (7) of $F_k$, $g$ is an acceleration depending on the specific problem that is investigated with the LB model. For the model used in this paper, $g$ is given in Eq. (10) below.

All simulations reported in this paper were performed with a two-dimensional ($D = 2$) LB model of order $N = 3$ using a constant value of the fluid temperature $T$. For convenience, in Table I we provide the Cartesian projections of the 16 velocity vectors $\xi_k$ used in this model, as well as their associated weights $w_k$ [25,27]. More than a decade ago, this 16 velocity set was used also in entropic LB models [53–55].

B. Force term

The following expression of the acceleration $g$ is used in order to simulate the evolution of a van der Waals fluid where the surface tension is controlled by the parameter $\kappa$ [18–20,27,42,56–59]:

$$
g = \frac{1}{\rho} \nabla (p^i - p^w) + \kappa \nabla (\Delta \rho),
$$

(10)

where $p^i = \rho T$ is the ideal gas pressure and $p^w$ is the van der Waals pressure given in Eq. (14) below. The equilibrium properties of the fluid can be described by the Helmholtz free-energy functional [60]

$$
\psi = \int d^Dx \left[ \rho(T) + \frac{\kappa}{2} (\nabla \rho)^2 \right],
$$

(11)

where the bulk free-energy density is

$$
\psi = \rho T \ln \left( \frac{3\rho}{3 - \rho} \right) - \frac{9}{8} \rho^2.
$$

(12)

The pressure tensor $\Pi$ [61] can be computed from Eq. (11)

$$
\Pi = \left[ p^w - \kappa \rho \Delta \rho - \frac{\kappa}{2} (\nabla \rho)^2 \right] I + \kappa \nabla \rho \nabla \rho.
$$

(13)

Here $I$ is the unit tensor and

$$
p^w = \rho \frac{\partial \psi}{\partial \rho} - \psi = \frac{3\rho T}{3 - \rho} - \frac{9}{8} \rho^2
$$

(14)

is the nondimensionalized van der Waals equation of state with the critical point at $\rho_c = 1, T_c = 1$. The acceleration $g$ is then related to the pressure tensor by the relationship

$$
\rho g = \nabla p^w - \nabla \cdot \Pi.
$$

(15)

In the presence of the force term $F_k$ given by Eq. (7), the conservation equations for mass and momentum, as derived from (4) using the Chapman-Enskog procedure, are [42,58,62,63]

$$
\partial_t \rho + \nabla \cdot (\rho u) = 0,
$$

(16)

$$
\partial_t (\rho u) + \nabla \cdot (\rho uu) = -\nabla \cdot [\Pi - S],
$$

(17)

where the components of the viscous stress tensor $S$ are

$$
S_{\alpha\beta} = \rho T \tau \left[ \partial_\alpha u_\beta + \partial_\beta u_\alpha - (\nabla \cdot u) \delta_{\alpha\beta} \right].
$$

(18)

Unlike the LB models of order $N = 2$, the term $\left( \nabla \cdot u \right) \delta_{\alpha\beta}$ of the viscous stress tensor in Eq. (18), is no longer neglected in the present model and no spurious terms appear.

The use of large stencils in order to compute the space derivatives of the pressure difference $(p^i - p^w)$ and the local fluid density $\rho$, which appear in Eq. (10), is known to improve the isotropy of the phase interface, as well as the accuracy of the values of the coexistence densities in the phase diagram [27,49,64–67]. In this paper, we used a 25 point stencil to compute the values of $\nabla (p^i - p^w)$ and $\kappa \nabla (\Delta \rho)$. The procedure is documented in Refs. [27,64–67] and can be easily implemented on graphics processing units (GPUs) using the shared memory facility [68–71].
C. Corner-transport-upwind schemes

1. First-order corner-transport-upwind scheme

The 16 velocity vectors $\xi_k$, whose Cartesian projections are shown in Table I, are off-lattice vectors, i.e., vectors that do not point from one node of the square lattice to another one. For this reason, the collision-streaming scheme [18–21] cannot be used in this case. Alternative schemes such as the interpolation supplemented LB schemes, the Runge-Kutta time-marching schemes associated with various space-discretization methods, or the elaborate characteristics-based off-lattice LB schemes [28,53–55,72–86] are computationally expensive and difficult to stabilize, besides requiring specific treatment of the force and the advection terms in the evolution equations (4).

The first-order corner-transport-upwind (CTU1) scheme was introduced more than two decades ago in the mathematical literature related to hyperbolic equations [36–39]. Although this scheme is simple enough and very convenient for solving the LB evolution equations (4) on square or cubic lattices, regardless of the orientation of the velocity vectors $\xi_k$, its application to LB models was not considered in the literature until recently [27,87]. Other finite-volume schemes, mainly developed for nonuniform meshes, were already used in the so-called volumetric lattice Boltzmann models [88–91].

The evolution of $f_k \equiv f_k(x,t)$ is governed by Eqs. (4), which form a system of hyperbolic equations with nonvanishing source terms. A simple way to solve hyperbolic equations with source terms is to split them into two steps, which can be treated explicitly [38]. The first step refers to the advection process, the Courant-Friedrichs-Levy (CFL) condition [39]

$$\max_k \{ |\xi_{k,x}| \delta t, |\xi_{k,y}| \delta t \} \leq \delta s \tag{19}$$

ensures that the new value $f_{k,i,j}^{n+1}$ receives contributions from at most four neighboring nodes, according to [27,39,87]

$$f_{k,i,j}^{n+1} = \frac{1}{(\delta s)^2} \left[ f_{k,i,j}^n (\delta s - |\xi_{k,x}| \delta t) (\delta s - |\xi_{k,y}| \delta t) + f_{k,i-1,j}^n |\xi_{k,x}| (\delta s - |\xi_{k,y}| \delta t) \delta t + f_{k,i,j-1}^n |\xi_{k,y}| (\delta s - |\xi_{k,x}| \delta t) \delta t + f_{k,i-1,j-1}^n |\xi_{k,x}||\xi_{k,y}| (\delta t)^2 \right]. \tag{20}$$

In the equation above, the symbol $\varsigma_{k,\alpha}, 1 \leq k \leq K, \alpha \in \{x,y\}$, is defined as follows:

$$\varsigma_{k,\alpha} = \begin{cases} 1, & \xi_{k,\alpha} \geq 0 \\ -1, & \xi_{k,\alpha} < 0. \end{cases} \tag{21}$$

Note that $\xi_{k,a} = \varsigma_{k,\alpha} |\xi_{k,a}|$, where $|\xi_{k,a}|$ is the modulus of $\xi_{k,a}$ (the sum rule over repeated indices is not considered for the symbol $\varsigma_{k,\alpha}$). Figure 1 in Ref. [27], as well as Fig. 2 in Ref. [87], illustrate the application of the CTU1 scheme (20) when $\xi_{k,x} > 0$ and $\xi_{k,y} > 0$. In this case, specific fractions of the neighboring distribution functions $f_{k,i-1,j}^n$, $f_{k,i-1,j-1}^n$, and $f_{k,i,j-1}^n$ are transported to the cell $(i,j)$ across the sides of its lower left corner and contribute to $f_{k,i,j}^{n+1}$, besides the remaining fraction of $f_{k,i,j}^n$.

Expanding $f_{k,i,j}^{n+1}$, $f_{k,i-\varsigma,j}^n$, $f_{k,i,j-\varsigma}^n$, and $f_{k,i-\varsigma,j-\varsigma}^n$, in Eq. (20) up to second order with respect to $\delta s$ and $\delta t$, we get

$$\partial_t f_k + \frac{1}{\tau} \partial_x f_k + \xi_k \cdot \nabla f_k = \frac{1}{\tau} \delta s |\xi_{k,x}| \partial_x^2 f_k + \frac{1}{\tau} \delta s |\xi_{k,y}| \partial_y^2 f_k + \delta s \xi_{k,x} \xi_{k,y} \partial_x \partial_y f_k. \tag{22}$$

In order to get rid of the second-order time derivative, we differentiate Eq. (22) with respect to time and retain only the terms up to second order in $\delta s$ and $\delta t$:

$$\partial_t^2 f_k = \left[ \xi_{k,x}^2 \partial_x^2 f_k + \xi_{k,y}^2 \partial_y^2 f_k + 2 \xi_{k,x} \xi_{k,y} \partial_x \partial_y f_k \right]. \tag{23}$$

Thus, the final form of the advection equations solved using the CTU1 scheme is, up to second order in $\delta s$ and $\delta t$,

$$\partial_t f_k + \xi_{k,\alpha} \partial_{\alpha} f_k = - \frac{1}{\tau} \left[ f_k - f_k^{eq} \right] + \frac{1}{\tau} \delta s \left[ |\xi_{k,\alpha}| \left( 1 - |\xi_{k,\alpha}| \frac{\delta t}{\delta s} \right) \partial_{\alpha} f_k \right] + \frac{1}{\tau} \delta s |\xi_{k,\alpha}| \left( 1 - |\xi_{k,\alpha}| \frac{\delta t}{\delta s} \right) \partial_{\alpha} f_k. \tag{24}$$

The last term in the square brackets of the equation above contributes to the numerical viscosity [92]. One can easily see that the collision-streaming scheme, which is widely used in the two-dimensional D2Q9 LB model [18–21,25], is a particular case of the CTU1 scheme (24). The D2Q9 model has nine on-lattice velocity vectors $\xi_k$, whose Cartesian projections $\xi_{k,x}$ and $\xi_{k,y}$ take the values 0 or ±δs/δt.

2. Second-order corner-transport-upwind scheme

The second-order corner-transport-upwind (CTU2) scheme improves the accuracy of the CTU1 scheme (20) by using flux limiters. A detailed description of this very elaborated scheme can be found in Refs. [37–39]. A summary is given below.

Following Ref. [37], one defines the auxiliary variables

$$R_{k,i,j}^{n+1} = f_{k,i,j}^n - f_{k,i,j-1}^n, \tag{25a}$$

$$R_{k,i,j}^{n} = f_{k,i,j}^n - f_{k,i,j-1}^n, \tag{25b}$$

$$S_{k,i,j}^{x,n} = \frac{1}{2} |\xi_{k,x}| \left( 1 - \frac{\delta t}{\delta s} |\xi_{k,x}| \right) R_{k,i,j}^{n+1} \Psi \left( \frac{R_{k,i,j}^{n+1} |\xi_{k,x}|}{R_{k,i,j}}, \frac{R_{k,i,j}^{n+1} |\xi_{k,y}|}{R_{k,i,j}} \right), \tag{26a}$$

$$S_{k,i,j}^{y,n} = \frac{1}{2} |\xi_{k,y}| \left( 1 - \frac{\delta t}{\delta s} |\xi_{k,y}| \right) R_{k,i,j}^{n} \Psi \left( \frac{R_{k,i,j}^{n+1} |\xi_{k,x}|}{R_{k,i,j}}, \frac{R_{k,i,j}^{n+1} |\xi_{k,y}|}{R_{k,i,j}} \right), \tag{26b}$$

where $\Psi$ is a piecewise linear limiter.
where \( \Psi(\theta) \) is a flux limiter. In this paper we will use the monitorized centered limiter (MC) [37–39,93]
\[
\Psi(\theta) = \max\{0, \min\{1 + \theta/2, 2, 2\theta\}\}.
\]
(27)
The fluxes \( F_{n}^{n, k, i+1/2, j} \) and \( G_{n}^{n, k, i, j+1/2} \), which exit the cell \((i, j)\) at time \( t = n\delta t \) in the \( x \) and \( y \) directions, respectively, are defined by
\[
F_{n}^{n, k, i+1/2, j} = f_{n}^{n, k, i+1/2, j} + \frac{\delta t}{2\delta s} \xi_{k, x} \xi_{k, y} f_{n}^{n, k, i+1/2, j} + \frac{\delta t}{\delta s} \xi_{k, x} \left[ S_{n}^{n, k, i+1/2, j} - S_{n}^{n, k, i+1/2, j} \right],
\]
(28a)
\[
G_{n}^{n, k, i, j+1/2} = f_{n}^{n, k, i, j+1/2} + \frac{\delta t}{2\delta s} \xi_{k, x} \xi_{k, y} f_{n}^{n, k, i, j+1/2} + \frac{\delta t}{\delta s} \xi_{k, y} \left[ S_{n}^{n, k, i, j+1/2, j} - S_{n}^{n, k, i, j+1/2, j} \right].
\]
(28b)

The incoming numerical fluxes \( F_{n}^{n, k, i-1/2, j} \) and \( G_{n}^{n, k, i, j-1/2} \) are defined in a similar manner. According to the CTU2 scheme, the distribution function \( f_{n}^{eq, n, k, i, j} \) is updated as follows [37–39]:
\[
f_{n+1}^{eq, n, k, i, j} = f_{n}^{eq, n, k, i, j} - \frac{\delta t}{\tau} \left[ F_{n}^{n, k, i+1/2, j} - F_{n}^{n, k, i-1/2, j} + G_{n}^{n, k, i, j+1/2} - G_{n}^{n, k, i, j-1/2} \right] + \delta t F_{n}^{n, k, i, j},
\]
(29)
where \( f_{n}^{eq, n, k, i, j} \) and \( F_{n}^{n, k, i, j} \) are calculated according to Eqs. (6) and (7), respectively. In this case an analytical expression for the numerical viscosity cannot be derived but it is supposed to be at the second order in the lattice spacing \( \delta s \).

**D. Numerical viscosity, anisotropy, and regularization**

In order to investigate possible anisotropy due to numerical effects, in this section we analyze the evolution of shear waves of wavelength \( \lambda = 2 \) in an ideal gas with density \( \rho = 1 \) at temperature \( T = 1 \) by setting \( F_{2} = 0 \), \( 1 \leq k \leq K \), in the evolution equation (4). Computer simulations were performed using both the CTU1 and the CTU2 numerical schemes on a two-dimensional square lattice with \( L_{x} \times L_{y} \) nodes along the Cartesian axes, where periodic boundary conditions apply. For each numerical scheme, we conducted two series of simulations with the time step \( \delta t = 10^{-4} \). In the first series, the wave vector \( \mathbf{k} \), \( |\mathbf{k}| = 2\pi/\lambda \), was aligned along the horizontal axis of the square lattice and its Cartesian components were \((2\pi/\lambda, 0)\). This series will be denoted as the axial (A) one. In the second series, denoted as the diagonal (D) one, the wave vector \( \mathbf{k} \) was aligned along the diagonal direction of the square lattice after a counterclockwise rotation by an angle \( \pi/4 \), hence its Cartesian components were \((\pi\sqrt{2}/\lambda, \pi\sqrt{2}/\lambda)\).

To account for the numerical effects induced by the CTU1 and CTU2 schemes, two values of the lattice spacing \( \delta s \) were used in each series, namely 1/128 and 1/256. When conducting the first series of simulations with these values of \( \delta s \), the wavelength \( \lambda = 2 \) of the shear waves was easily secured on lattices with \( 256 \times 256 \) and \( 512 \times 512 \) nodes, respectively. To match the periodic boundary conditions for \( \lambda = 2 \) using the same values of \( \delta s \) when simulating the diagonal waves, we conducted the simulations on square lattices with \( 362 \times 362 \) and \( 724 \times 724 \) nodes, respectively, as suggested in Ref. [94].

Let \( \mathbf{u}(x, t) \) be the fluid velocity vector in the node \( x = (\delta s, j\delta s) \) of the lattice at time \( t \). The components of the vector \( \mathbf{u}(x, t) \), which are parallel or perpendicular to the wave vector \( \mathbf{k} \), are denoted \( u_{i}(x, t) \) and \( u_{j}(x, t) \), respectively. In both the series of simulations, the shear waves were initialized according to:
\[
\begin{align*}
& u_{x}(x, 0) = 0 \quad (30a) \\
& u_{j}(x, 0) = U \cos(k \cdot x) \quad (30b)
\end{align*}
\]
with \( U = 0.01 \). When the fluid is not too far from the equilibrium (i.e., when the relaxation time is small enough), the fluid evolves according to the Navier-Stokes equations. For shear waves, we have \( u_{i}(x, t) = 0 \) and there is no spatial variation of the velocity vector along the direction perpendicular to the wave vector. Under these circumstances, and assuming that the fluid is isothermal and incompressible, the shear wave equation reads
\[
\partial_{t} u_{j}(x, t) - v_{\text{app}} \frac{\delta^{2}}{\delta x^{2}} u_{j}(x, t) = 0, \quad (31)
\]
where \( v_{\text{app}} \) is the apparent value of the kinematic viscosity \([92]\) and \( \delta^{2} \) denotes the second-order space derivative along the direction of the wave vector. As described in Ref. [92], the value of the apparent viscosity can be determined at time \( t \) according to
\[
v_{\text{app}} = \frac{1}{k^{2}T} \log \frac{u_{j}(x, 0)}{u_{j}(x, t)}, \quad (32)
\]
where \( k = |\mathbf{k}| \).

Figure 1 shows the evolution of the normalized peak velocity \( u_{i}(x, 0)/U \) for six values of the relaxation time \( \tau \). When using the CTU1 scheme and small values of the relaxation time \( \tau = 0.001, 0.01 \), the evolution of the shear waves in the two directions (axial and diagonal) differs significantly for both values of the lattice spacing \( \delta s \) considered in our simulations. This is due to the anisotropy of the numerical effects, which plague the solutions of hyperbolic partial differential equations in multidimensional spaces [95,96]. The numerically induced anisotropy reduces significantly when using higher-order schemes, as seen in Fig. 1, where the evolution of the shear waves oriented along both the axial and the diagonal direction is quite identical when using the CTU2 scheme with \( \tau = 0.001, 0.01 \). Although both the CTU1 and the CTU2 simulations give close results for \( \tau = 0.1 \), regardless of the orientation of the shear waves or of the value of the lattice spacing \( \delta s \), Fig. 1 shows that the evolution of the axial and the diagonal shear waves differ again when \( \tau \) is further increased. More precisely, when \( \tau > 0.1 \), the evolution of the shear waves becomes more and more anisotropic and, apparently, it no longer depends either on the order of the CTU scheme used to conduct the simulation or on the lattice spacing \( \delta s \). This kind of anisotropy, which manifests for
When the fluid satisfies the Navier-Stokes equations, it can be shown that the application of the Chapman-Enskog method [92] gives

$$v_{\text{phys}} = \rho \tau T,$$

(34)

which is a constant quantity in the case of our shear wave simulations. Table II shows the values of the apparent viscosity $v_{\text{app}}$ and $v_{\text{app}}^\text{diagonal}$, as determined at $t = 20$ using Eq. (32) when using the CTU1 and the CTU2 schemes to simulate the shear wave decay with $\tau \in [0.001, 0.01]$. For convenience, in Table III we show also the corresponding values of the numerical viscosity, derived from Table II according to Eqs. (33) and (34), in the case of the CTU1 scheme.

Inspection of the results in Table III reveals that the numerical viscosity of the CTU1 scheme is practically independent of the relaxation time $\tau$ and depends only on the orientation of the shear waves, as well as on the lattice spacing $\delta s$. For each orientation (axial or diagonal) of the shear waves, it is easy to observe that

$$v_{\text{num}}^{\text{orientation}}(\text{CTU1}, \tau, \delta s) = 1/128) / v_{\text{num}}^{\text{orientation}}(\text{CTU1}, \tau, \delta s) \approx 2.$$  

(35)

This agrees with Eq. (24), where the spurious (last) term depends linearly on $\delta s$. Moreover, for both values of $\delta s$ in Table III, one can see that

$$v_{\text{num}}^{\text{diagonal}}(\text{CTU1}, \tau, \delta s) / v_{\text{num}}^{\text{axial}}(\text{CTU1}, \tau, \delta s) \approx \sqrt{2},$$

(36)

which is not a surprise since the distance between the lattice nodes along the diagonal direction of the lattice is $\delta s \sqrt{2}$. As the value of $\tau$ increases, the relative contribution of the numerical viscosity $v_{\text{num}}$ to the apparent viscosity, Eq. (33), becomes smaller. This explains why the evolution of the axial and the diagonal shear waves becomes quite identical, as seen in Fig. 1 when using the CTU1 scheme with $\tau = 0.1$.

The numerical effects introduced by the CTU2 scheme are much smaller than in the case of the CTU1 scheme. For this reason, the evolution of shear waves, as seen for $\tau \leq 0.1$ in the CTU2 simulations reported in Fig. 1, is quite independent on their orientation, as well as on the value of $\delta s$. Moreover, in Table II one can see that the CTU2 values of the apparent viscosity, reported for $\tau = 0.001$ and $\tau = 0.01$, are close enough to the corresponding physical values given by Eq. (34).

For $\tau > 0.1$, the plots in Fig. 1 show that the evolution of the shear waves becomes more and more anisotropic and does not depend either on the numerical scheme or on the lattice spacing $\delta s$.

### Table II. Apparent values of the viscosity of the shear waves oriented along the axial or the diagonal direction of a square lattice, calculated at $t = 20$ using the first- and the second-order corner transport schemes, for small values of the relaxation time $\tau$ and two values of the lattice spacing $\delta s$.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$\delta s$</th>
<th>$v_{\text{app}}^{\text{axial}}$</th>
<th>$v_{\text{app}}^{\text{diagonal}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CTU1</td>
<td>CTU2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CTU1</td>
<td>CTU2</td>
</tr>
<tr>
<td>0.001</td>
<td>1/128</td>
<td>$4.3685 \times 10^{-3}$</td>
<td>$9.5054 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>1/256</td>
<td>$2.6343 \times 10^{-3}$</td>
<td>$9.5000 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.010</td>
<td>1/128</td>
<td>$1.3344 \times 10^{-2}$</td>
<td>$9.9367 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>1/256</td>
<td>$1.1615 \times 10^{-2}$</td>
<td>$9.9356 \times 10^{-3}$</td>
</tr>
<tr>
<td>0.010</td>
<td>1/128</td>
<td>$5.5900 \times 10^{-3}$</td>
<td>$9.5024 \times 10^{-4}$</td>
</tr>
<tr>
<td></td>
<td>1/256</td>
<td>$3.2201 \times 10^{-3}$</td>
<td>$9.4990 \times 10^{-4}$</td>
</tr>
<tr>
<td>0.010</td>
<td>1/128</td>
<td>$1.4572 \times 10^{-2}$</td>
<td>$9.9380 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>1/256</td>
<td>$1.2205 \times 10^{-2}$</td>
<td>$9.9373 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

FIG. 1. Evolution of the normalized peak velocity $u_{\perp}(0,t)/U$ of decaying shear waves without regularization, for various values of the relaxation time (a) $\tau = 0.001$, (b) 0.010, (c) 0.100, (d) 0.200, (e) 0.300, (f) 0.500. The results obtained using the CTU$n$ scheme, $n \in \{1, 2\}$, and the lattice spacing $\delta s = 1/S$, $S \in \{128, 256\}$, for axial (A) and diagonal waves (D), are marked with nA, S and nD S, respectively.

higher values of $\tau$, regardless of the numerical scheme used to evolve the distribution functions $f_i$, can be reduced by using a regularization procedure, as will be discussed further in this section. In order to understand all the features mentioned above, we refer to Ref. [92], where it is assumed that the apparent value $v_{\text{app}}$ of the kinematic viscosity of a fluid, observed during simulations conducted with finite-difference LB models, is always the sum of two terms, the physical (theoretical) value of the viscosity $v_{\text{phys}}$ and the numerical viscosity $v_{\text{num}}$

$$v_{\text{app}} = v_{\text{phys}} + v_{\text{num}}.$$  

(33)
TABLE III. Numerical viscosities observed during the simulation of shear waves with the CTU1 scheme at small values of the relaxation time $\tau$, as calculated from Table II by subtracting the corresponding values of $\nu_{\text{phys}} = \rho \tau T$.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$\delta s$</th>
<th>$\nu_{\text{num}}^{\text{axial}}(\text{CTU1}, \tau, \delta s)$</th>
<th>$\nu_{\text{num}}^{\text{diagonal}}(\text{CTU1}, \tau, \delta s)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>1/128</td>
<td>$3.3685 \times 10^{-3}$</td>
<td>$4.5900 \times 10^{-3}$</td>
</tr>
<tr>
<td></td>
<td>1/256</td>
<td>$1.6434 \times 10^{-3}$</td>
<td>$2.2201 \times 10^{-3}$</td>
</tr>
<tr>
<td>0.010</td>
<td>1/128</td>
<td>$0.3344 \times 10^{-2}$</td>
<td>$0.4572 \times 10^{-2}$</td>
</tr>
<tr>
<td></td>
<td>1/256</td>
<td>$0.1615 \times 10^{-2}$</td>
<td>$0.2205 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

spacing $\delta s$. This kind of anisotropy, which develops when the fluid system lies further and further from the equilibrium state (i.e., when the relaxation time $\tau$ becomes large enough) is present also in the collision-streaming LB models [94,97–101] and originates from the nonequilibrium part of the distribution function, which overpasses the space of the tensor Hermite polynomials up to order $N$, used in the model.

Let us assume that at time $t=0$, the functions $f_k$, which evolve according to Eq. (4), are expressed as an expansion up to the order $N = 3$

$$f_k \equiv f_k(x,t) = w_k \sum_{\ell=0}^{N} \frac{1}{\ell!} a^{(\ell)}_{\alpha_1\ldots\alpha_{\ell}}(x,t) \mathcal{H}^{(\ell)}_{\alpha_1\ldots\alpha_{\ell}}(\xi_k),$$  

(37)

with respect to the tensor Hermite polynomials $\mathcal{H}^{(\ell)}_{\alpha_1\ldots\alpha_{\ell}}(\xi_k)$, in a similar way as the expansion (5) of $f_{\text{eq}}$. Since the functions $f_k$ are subjected to the transport operator $\xi_k \cdot \nabla$ in the evolution equation (4), the application of the recurrence relation [25]

$$\xi_k \mathcal{H}^{(\ell)}_{\alpha_1\ldots\alpha_{\ell}}(\xi) = \mathcal{H}^{(\ell-1)}_{\alpha_1\ldots\alpha_{\ell}}(\xi) + \sum_{k=1}^{\ell} \delta_{\alpha_\alpha_k} \mathcal{H}^{(\ell-1)}_{\alpha_1\ldots\alpha_{k+1}\ldots\alpha_{\ell}}(\xi)$$  

(38)

reveals that after the first time step the series expansion (37) of $f_k$ acquires a supplementary term of order $N + 1$. Subsequent time steps performed during the computer simulation further increase the order of the tensor Hermite polynomials in the expansion of $f_k$ and, thus, $f_k$ will lie outside the space where $f_{\text{eq}}^{\text{CTU1}}$ are defined, that is, the space generated by the tensor Hermite polynomials up to a certain order $N$ (e.g., $N = 3$ as in this paper or $N = 2$ as in the D2Q9 LB model widely used in the literature). This behavior originates from the recurrence property (38) of Hermite polynomials and is specific to any LB models based on the Gauss-Hermite quadrature, including the one used in this paper. However, when the Cartesian projections of all the velocity vectors $\xi_k$, $k = 1, 2, \ldots, K$, used in the LB model are roots of the Hermite polynomial $H_Q(\xi)$ of order $Q = N + 1$, the tensor Hermite polynomials of order $N + 1$ in Eq. (38) vanish when all indices $\alpha, \alpha_1, \ldots, \alpha_{N}$ are equal. This feature of the LB model used in this paper, which does not allow the order of the series expansion of $f_k$ to increase indefinitely during the advection process [102], is further discussed in the Appendix.

It is known that the terms in the expansion (37) of the distribution functions $f_k$, which contain Hermite tensors of order higher than the order $N$ used in the expansion of the equilibrium distribution functions $f_{\text{eq}}^{\text{CTU1}}$, are at the origin of numerous issues (numerical instabilities, anisotropy, low accuracy, etc.) which manifest at higher values of the relaxation time $\tau$ [50–52,94,97–101]. To reduce these problems, one can use a regularization procedure [50–52,94,97–101]. Following this recipe, the nonequilibrium part $f_{\text{neq}} = f_k - f_{\text{eq}}^{\text{CTU1}}$ of the functions $f_k$, which enters the BGK collision term in the evolution equation (4), is replaced at each time step by [94]

$$f_{k,\text{neq}} = w_k \left[ \frac{1}{2!} \mathcal{H}^{(2)}_{\alpha\beta}(\xi_k) \sum_{k'=1}^{K} f_{k'}^{\text{neq}} \xi_{k',\alpha} \xi_{k',\beta} + \frac{1}{3!} \mathcal{H}^{(3)}_{\alpha\beta\gamma}(\xi_k) \sum_{k'=1}^{K} f_{k'}^{\text{neq}} \xi_{k',\alpha} \xi_{k',\beta} \xi_{k',\gamma} \right].$$  

(39)

Application of the regularization procedure at every time step eliminates the terms of order higher than $N = 3$ in the Hermite expansion of the distribution functions $f_k$, $k = 1, 2, \ldots, K$, hence both $f_k$ and $f_k^{\text{eq}}$ remain in the space generated by the tensor Hermite polynomials of order at most $N = 3$.

In Fig. 2, we compare the evolution of the normalized peak velocity $u_+(0,t)/U$ of shear waves of wavelength $\lambda = 2$ for each value of the relaxation time $\tau$, the plots in this figure show the decay of the normalized peak velocity in three cases. In the first case, the wave vector $k$ of the shear waves is oriented along the horizontal axis of a square lattice with

FIG. 2. Evolution of the normalized peak velocity $u_+(0,t)/U$ of decaying shear waves obtained using the CTU1 numerical scheme with and without regularization, for various values of the relaxation time $\tau = 0.001, (b) 0.010, (c) 0.100, (d) 0.200, (e) 0.300, (f) 0.500$. The results which carry the symbol S in the plot keys were obtained on lattices with the spacing $\delta s = 1/(128 \sqrt{2})$, while the remaining results were obtained on lattices with $\delta s = 1/128$. The results obtained using the regularization procedure are marked with the symbol R.
spacing $\delta s = 1/128$. In the second and third cases, the wave vector $\mathbf{k}$ is oriented along the diagonal of the square lattices with spacings $\delta s = 1/128$ and $\delta s = 1/(128\sqrt{2})$, respectively. The results obtained on the lattice with the smaller spacing $\delta s = 1/(128\sqrt{2})$ carry the symbol S in the corresponding plot keys. In all cases, the simulations were conducted using the CTU1 scheme with or without application of the regularization procedure, Eq. (39) above. The results obtained using the regularization procedure carry the symbol R in the plot keys.

Inspection of the plots in Fig. 2 reveals that the application of the regularization procedure does not change the evolution of shear waves for $\tau \leq 0.1$, i.e., when the fluid is not far from the equilibrium. Moreover, for $\tau < 0.1$ and $\delta s = 1/128$ one can see that the axial and the diagonal shear waves evolve differently because of the anisotropy of the spurious viscosity, as discussed previously. Furthermore, for these small values of $\tau$, the evolution of the diagonal waves on the square lattice with $\delta s = 1/(128\sqrt{2})$ (the results marked with S in the plot keys) agrees to the evolution of the axial waves on the lattice with $\delta s = 1/128$, as expected since the numerical viscosities are quite identical in these cases. For $\tau = 0.1$, the evolution of the shear waves is quite identical, regardless of their orientation or the value of $\delta s$. As discussed previously, this happens because the relative contribution of the numerical viscosity to the apparent value of the viscosity becomes negligible when $\tau$ is large enough. When no regularization procedure is applied, the simulation results for $\tau > 0.1$ become anisotropic again. Furthermore, one can see that the evolution of the diagonal shear waves is identical, despite of the different values of the lattice spacing $\delta s$. The application of the regularization procedure during the simulations fully restores the isotropy, as already known in the literature [94,97–101].

We checked the regularization also for the CTU2 scheme. The results shown in Fig. 3) confirm again that the application of the regularization procedure cures the anisotropy, which appears at large values of the relaxation time ($\tau > 0.1$).

Since the LB model introduced in this paper is used to investigate the behavior of a cavitation bubble, which obeys the Navier-Stokes equations for an isothermal fluid governed by the van der Waals equation of state, Eq. (14), the values of the relaxation time $\tau$ to be considered further during the simulations need to be small enough ($\tau \leq 0.01$) in order to ensure the correct recovery of these equations [43,46,103–106]. For this reason, we did not use the regularization procedure during the simulations reported in Sec. III since it is not necessary, as just seen.

### E. Liquid-vapor phase diagram

The liquid-vapor phase diagram of the present model shown in Fig. 4 was determined by inspecting the profile of the planar liquid-vapor interface in the stationary case at various temperatures. The simulations were conducted using the CTU2 numerical scheme with the relaxation time $\tau = 0.001$, the time step $\delta t = 10^{-4}$, and the lattice spacing $\delta s = 1/256$. Good agreement between the LB values of the liquid and vapor densities and the corresponding values derived by the Maxwell construction is seen for all temperatures $T \geq 0.70$. For lower temperatures, the values of the vapor density become significantly smaller than the values derived by the Maxwell construction (e.g., at $T = 0.60$, their relative difference approaches 8%). As seen in Fig. 5, when the relaxation time $\tau$ or the lattice spacing $\delta s$ decrease, the values of both the liquid and the vapor densities approach the corresponding values derived

![FIG. 3. Evolution of the normalized peak velocity $u_\perp(0,t)/U$ of decaying shear waves obtained using the CTU2 numerical scheme with and without regularization, for various values of the relaxation time (a) $\tau = 0.001$, (b) $0.010$, (c) $0.100$, (d) $0.200$, (e) $0.300$, (f) $0.500$. The results which carry the symbol S in the plot keys were obtained on lattices with the spacing $\delta_s = 1/256$, the results obtained using the lattice spacing $\delta s = 2$).](image)

![FIG. 4. Liquid-vapor phase diagram: Symbols refer to LB results on the liquid branch (■) and on the vapor one (●). The full lines correspond to the results of the Maxwell construction.)](image)
induced by the finite volume schemes always reduce when the pressure. Indeed, the system can reduce the Helmholtz free energy by increasing the bubble size via phase separation of some of the metastable liquid to the coexistence densities. On the other hand this determines an increase of the interfacial free energy as the bubble grows. The balance between these two contributions, under the constraint of local mass conservation, causes either the growth or the collapse of the bubble. It has been shown [40] that the critical radius $R_c$ of the bubble that will neither shrink or grow is

$$R_c^{\text{crit}} = -\frac{\sigma}{2} \left\{ [\psi(\rho_V, T) - \psi(\rho_{\text{ext}}, T)] + \frac{\rho_{\text{ext}} - \rho_V}{\rho_L - \rho_{\text{ext}}}[\psi(\rho_L, T) - \psi(\rho_{\text{ext}}, T)] \right\}^{-1},$$

where $\sigma$ is the surface tension between liquid and vapor at coexistence and $\psi(\rho, T)$ is given by Eq. (12). The surface tension was numerically computed by using its definition

$$\sigma = \frac{\kappa}{2} \int dx (\nabla \rho(x))^2,$$

where the numerical values of the density $\rho$ across a plane interface with liquid and vapor phases relaxed to equilibrium, were used.

In order to test the prediction (40) in our model, vapor bubbles at density $\rho_V = 0.2396$ with different values of the initial radius $R(t = 0)$ were centered in the lattice domain and surrounded by a superheated liquid at density $\rho_{\text{ext}} < \rho_L = 1.9327$. The fluid density was allowed to evolve freely within a circle of constant radius $R_{BC} = [L/2 - 1/(2\delta s)]\delta s$, where $L = L_x = L_y$ is the number of nodes on each Cartesian axis. Outside this circle, the liquid density was set to the prescribed value $\rho_{\text{ext}}$ according to the following procedure. At time $t = n\delta t$, periodic boundary conditions were used to evolve the distribution functions in all nodes of the lattice. Before processing the next time step, the local fluid density $\rho_n^{\text{ext}}$ was evaluated at each lattice node $(i, j)$, $0 \leq i, j < L$ and, if the node $(i, j)$ is located outside the circle of radius $R_{BC}$, the values of the corresponding distribution functions $f_n^{\text{ext}}(i, j)$ were rescaled by the factor $\rho_{\text{ext}}/\rho_n^{\text{ext}}$.

In order to explore the effect of the lattice spacing on the accuracy of the computer results, we conducted two series of computer simulations with the CTU2 numerical scheme. In the first series, we used a lattice with $L = 2048$ nodes on each axis and spacing $\delta s = 1/128$, while in the second series we used three lattices with $L = 4096$, 2048, and 1024 nodes, all with spacing $\delta s = 1/256$. The other parameters of these runs were $\delta t = 10^{-4}$, $\tau = 10^{-3}$, $T = 0.8$ and $\kappa = 10^{-4}$. The values of the surface tension $\sigma$ are quite independent on the lattice spacing ($\sigma = 4.8754 \times 10^{-3}$ and $\sigma = 4.8747 \times 10^{-3}$ for $\delta s = 1/128$ and $\delta s = 1/256$, respectively).

The evolution of the bubbles was monitored for several values of $\rho_{\text{ext}}$ in the range $[1.870 – 1.927]$. For each value of $\rho_{\text{ext}}$, the critical value $R_c$ of the bubble was estimated as $R_c = (R_x + R_y)/2$ where $R_x$ is the initial smallest radius of a growing bubble and $R_c$ is the initial largest radius of a shrinking bubble.

We remark that Eq. (41) of Ref. [40] contains a misprint since the exponent $-1$ on the right-hand side is missing.

III. SIMULATION RESULTS

A. Critical radius for bubble growth in a quiescent liquid

In this section, we will consider the kinetics of a vapor bubble expanding in a superheated liquid. Let us denote by $\rho_L$ and $\rho_V$ the values of the liquid and vapor densities of the van der Waals fluid, as calculated from the nondimensionalized equation of state (14) according to the Maxwell construction. When a vapor bubble of density $\rho_V$ and initial radius $R(t = 0)$ is placed in a superheated liquid at density $\rho_{\text{ext}} < \rho_L$, it will shrink or grow depending on its initial size since the system will tend to locally decrease its Gibbs free-energy density, the latter being given by the Helmholtz free-energy density $\psi$ plus...
FIG. 6. Values of the critical bubble radius $R_c$ from LB simulations versus the theoretical predictions of Eq. (40) represented by the full line. The marks correspond to various values of the external density $\rho_{\text{ext}}$. The LB results were obtained with the CTU1 scheme on a lattice with spacing $\delta s = 1/128$ and size $L = 2048$ (●) and with the CTU2 scheme on lattices with $\delta s = 1/256$ and sizes $L = 4096$ (▲), 2048(●), 1024(■). Inset: Values of $R_c$ from LB simulations with the CTU2 scheme on the lattice with $\delta s = 1/256$ and size $L = 4096$ (■), and from the theoretical predictions (——) as a function of the external density $\rho_{\text{ext}}$.

The bubble with $R_c = R_c + \delta s$. The numerical values of $R_c$ are plotted in Fig. 6, where they are compared to the ones predicted by Eq. (40). We note that Eq. (40) predicts $R_c^{\text{pred}}$ to increase with $\rho_{\text{ext}}$ (see the inset of Fig. 6). It appears that numerical results of $R_c$ agree quite well with $R_c^{\text{pred}}$ for the smaller value of $\delta s$ with a slight overestimation at larger values of $\rho_{\text{ext}}$. For this reason the rest of the study performed in this paper will be done using the value $\delta s = 1/256$ of the lattice spacing. Finally, no dependence of the critical radius on the system size $L$ can be appreciated, as it appears from Eq. (40). This is quite well confirmed in Fig. 6, when comparing the corresponding values of $R_c$ obtained on the three lattices with $\delta s = 1/256$.

**B. Bubble growth in a quiescent liquid: The Rayleigh-Plesset equation**

As we saw above, a vapor bubble immersed in a superheated liquid at density $\rho_{\text{ext}} < \rho_L$ will grow when its initial radius is larger than the corresponding critical value $R_c$. For some values of $\rho_{\text{ext}}$, we followed the evolution of the radius $R(t)$ of vapor bubbles of initial size $R > R_c$ and density $\rho_v = 0.2396$ on lattices of size $L = 4096, 6144$, with $\delta s = 1/256$ and density fixed at the value $\rho_{\text{ext}}$ at the nodes outside the circle of radius $R_{BC}$, as already described in the previous section. The evolution of the bubble radius was followed after the relaxation of the initial sharp interface. The bubble keeps a circular shape during the overall process. The results of $R(t)$ versus time shown in Fig. 7 were obtained for an initial bubble radius $R = 77 \delta s$, which is larger than the value $R_c = 76.5 \delta s$ corresponding to the choice $\rho_{\text{ext}} = 1.923$. Results for other values of $\rho_{\text{ext}}$ are similar. Before commenting on the results, we discuss the equation that describes the evolution of the bubble radius for the present problem.

The time behavior of the radius of a spherical vapor bubble in an infinitely large liquid domain at constant temperature is described by the Rayleigh-Plesset (RP) equation [2]. In the following we will derive for completeness its form in the two-dimensional case. We consider a circular vapor bubble of radius $R$ in a liquid whose density $\rho_L$ and dynamic viscosity $\mu_L$ are assumed constant. The radial position will be denoted by the distance $r$ from the bubble center ($r = 0$) located in the middle of the system, the pressure by $p(r,t)$, and the radial outward velocity by $u(r,t)$. The tangential component of the velocity is null since the system has central symmetry. The liquid far-field boundary is located at $r = R_{\infty} = R_{BC}$, where the pressure is $p_{\infty}$. The pressure $p_B$ and the density $\rho_{V,B}$ inside the bubble are assumed to be uniform. In order to guarantee mass conservation it is taken

$$u(r,t) = \frac{F(t)}{r},$$

where $F(t)$ is a function to be determined in order to satisfy the continuity equation, which, for an incompressible fluid, reads as

$$1 \frac{\partial}{\partial r} [ru(r,t)] = 0.$$  

$F(t)$ and $R(t)$ are related by a kinematic boundary condition at the bubble interface. Assuming that there is no mass flow across this interface, it has to be $u(R,t) = dR/dt$ and hence

$$F(t) = R \frac{dR}{dt}.$$  

The expressions previously reported in Refs. [11,12] contain some misprints.
Equation (44) holds also in the presence of evaporation or condensation at the interface under the hypothesis that \( \rho_L \gg \rho_{v,b} \) [2].

In the case of a Newtonian liquid, the Navier-Stokes equation for the radial velocity is

\[
\frac{\partial u(r,t)}{\partial t} + u(r,t) \frac{\partial u(r,t)}{\partial r} = -\frac{1}{\rho_L} \frac{\partial p(r,t)}{\partial r} + \frac{\mu_L}{\rho_L} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u(r,t)}{\partial r} \right) - \frac{u(r,t)}{r^2} \right].
\]

Substituting Eq. (42) into Eq. (45) and then integrating from \( R \) to \( \infty \) yields

\[
\ln \left( \frac{r}{R} \right) \frac{dF(t)}{dt} = \frac{F^2(t)}{2} \left( 1 - \frac{1}{R^2} \right) - \frac{p(R) - p_{\infty}}{\rho_L}.
\]

Moreover, a pressure boundary condition on the interface can be introduced, which is obtained by fixing to zero the total force per unit length on the interface in the absence of mass transport across the boundary [2]:

\[
p(R) = p_b - \frac{\sigma}{R} - \frac{2 \mu_L}{R} \frac{dR}{dt}.
\]

Substituting Eqs. (44) and (47) into Eq. (46) delivers the final form of the two-dimensional RP equation

\[
\ln \left( \frac{r}{R} \right) \left[ \left( \frac{dR}{dt} \right)^2 + R \frac{d^2R}{dt^2} \right] - \frac{1}{2} \left( 1 - \frac{R^2}{\infty^2} \right) \left( \frac{dR}{dt} \right)^2 + \frac{\sigma}{\rho_LR} + \frac{2 \mu_L}{\rho_LR} \frac{dR}{dt} = \frac{p_b(t) - p_{\infty(t)}}{\rho_L}.
\]

Some comments are in order here about Eq. (48). It is evident that the growth of the bubble radius \( R \) depends on the spatial extension \( r_{\infty} \) of the system differently from the three-dimensional case. This is due to the \( 1/r \) dependence of \( u(r,t) \) in Eq. (42), which gives rise to the logarithmic term in the RP equation. Once \( p_{\infty}(t) \) is given, the RP equation can be solved to find \( R(t) \) if \( p_R(t) \) is known. We solved it numerically by using a Runge-Kutta method to compare the results to the output of LB simulations. To this purpose the values of \( \rho_L, \mu_L \), and \( \sigma \) are the ones of the present LB model. Moreover, \( p_b(t) \) and \( p_{\infty}(t) \) were measured plugging into the EOS the values of density at the bubble center (\( r = 0 \)) and at the domain boundary (\( r = r_{\infty} \)), respectively, obtained from the LB simulations. The initial values of \( R \) and \( dR/dt \) were taken from the LB runs after the initial relaxation of the bubble interface.

The evolution of the bubble radius \( R(t) \) is plotted in Fig. 7 for both the numerical solutions of RP equation and the LB simulations on lattices with \( L \times L \) nodes. Since \( r_{\infty}/\delta s = L/2 - 1/(2\delta s) \) is a finite quantity in our model, the results of the LB simulations are expected to depend on the lattice size \( L \). Indeed, although both the LB results reported in Fig. 7 are quite in good agreement with the numerical solutions of the RP equation only in the early stage of the bubble growth process, the results on the smaller lattice start to deviate from the predictions of the RP equation at time \( t_{\text{growth}} \approx 7 \times 10^5 \delta t \), while the results on the larger lattice are still consistent up to \( t_{L_{6144}} \approx 10^6 \delta t \). This is due to the fact that the RP equation relies on the implicit assumption of an infinite liquid domain where the ratio \( r_{\infty}/R(t) \) is very large. When this ratio is small, the first two terms in the RP equation (48) become negligible and the RP equation loses its meaning. In the case of the larger lattice, this ratio is \( r_{\infty}/R(t_{L_{6144}}) \approx 2 \) and continues to reduce at times \( t > t_{L_{6144}} \), worsening the agreement between the LB simulation results and the RP equation. The present model is thus capable to account for the bubble growth up to a lattice-size-dependent time \( t_L \), while remaining in good agreement to the RP equation until \( R(t_L)/R(0) \approx 20 \). This value is considerably larger than the one (\( \geq 5 \)) reached in previous studies [11,12].

### C. Bubble growth under shear flow

The behavior of an equilibrated vapor bubble of density \( \rho_V \) and dynamic viscosity \( \mu_V \) with radius \( R \) in a liquid with density \( \rho_L \) and dynamic viscosity \( \mu_L \) under shear flow received considerable attention in the past [1,2,107]. Here we will briefly sketch the phenomenology. For weak flows such that the capillary number \( Ca = \frac{\mu_V}{\rho_L \mu_L} < 1 \), \( \gamma \) being the shear rate, the bubble is deformed assuming in the stationary regime an elliptical shape whose principal axis forms a tilt angle \( \theta \approx \pi/4 \) with the flow direction. When increasing the shear rate, the equilibrium shape of the bubble is more elongated with \( \theta \) decreasing to zero independently of the value of the viscosity ratio \( \lambda = \mu_V/\mu_L \). A further increase of the shear rate would deform the bubble into a point-ended shape until its breakup.

In the present study a lattice of size \( L \times L = 6144 \) was confined by two permeable horizontal walls shearing with velocities \( u_{\text{top}} = (u_w,0) \) and \( u_{\text{bot}} = (-u_w,0) \) along the \( x \) axis, respectively. In the lattice nodes outside the walls, i.e., in the ghost nodes \((i,j), 0 \leq i < L, j \in (-2,1), \{L, L+1\} \), the distribution functions \( f_{\text{top,bot}} \) were set according to Eq. (6), where \( \rho \) was replaced by \( \rho_{\text{ext}} \) and

\[
\mathbf{u} = \begin{cases} 
( \mathbf{u}_{\text{top}}), & j \in \{L, L+1\} \\
( \mathbf{u}_{\text{bot}}), & j \in \{-2,-1\} 
\end{cases}
\]

Periodic boundary conditions were applied in the horizontal direction.

A bubble of initial radius \( R = 26 \delta s \) and density \( \rho_V = 0.23967 \) was placed in a superheated liquid with density \( \rho_{\text{ext}} = 1.90 \) at \( T = 0.80 \). Under these conditions, the bubble grows in a quiescent liquid as previously seen. Various values of the wall velocity \( u_w \) were considered in order to vary the shear rate \( \gamma = 2u_w/(L \delta s) \). The highest value of \( u_w \) was such to have Mach number \( Ma = u_w/c_s \approx 0.5 \), where \( c_s = \sqrt{\gamma \delta p/\delta \rho} \simeq 1.7 \) is the speed sound in the liquid phase. We remark that the present model, being accurate at the third order with the correct quadrature, is not limited to the incompressible regime [108]. Because of the large system size adopted here to follow the growth of the bubble on long time scales, the values of \( \gamma \) are small so we considered the relaxation time \( \tau = 10^{-2} \) in order to increase the liquid viscosity \( \mu_L (= \rho L \tau) \) and, thus, access larger values of the capillary number. The fluid velocity was initialized to be the one corresponding to a linear flow profile.
with shear rate \( \dot{\gamma} \). The bubble grew by the same mechanism previously described being, meanwhile, deformed and rotated by shear.

The morphology and alignment with the flow were studied by using the gyration tensor of the bubble, defined as

\[
T_{\alpha\beta} = \frac{1}{N_b} \sum_{i=\text{bubble}} (r_i, \alpha - \bar{r}_\alpha)(r_i, \beta - \bar{r}_\beta),
\]

where the sum is over the \( N_b \) lattice sites belonging to the bubble, whose position vectors are \( r_i \). The position vector of the center of the bubble is \( \bar{r} = \sum_{i=\text{bubble}} r_i / N_b \). The two eigenvalues \( \lambda_M \) and \( \lambda_m \) with \( \lambda_M > \lambda_m \) of the gyration tensor were then used to characterize the bubble shape. Indeed, in the case of an ellipse with semiaxes \( a \) and \( b \) with \( a > b \) it can be shown that \( a = 2\sqrt{\lambda_M} \) and \( b = 2\sqrt{\lambda_m} \). This will be the way adopted here to estimate the typical size of the elliptical bubble. However, we checked that the results later presented do not depend on this particular way of estimating \( a \) and \( b \). Indeed, for a comparison \( a \) and \( b \) were also computed as the largest and smallest distances from the bubble center to the interface located at density \( \rho = (\rho_V + \rho_L)/2 \), respectively, finding no difference. Since the bubble is deformed while \( a \) and \( b \) grow in time (see the next discussion), the average size of the bubble is defined as \( \bar{R} = (a + b)/2 \), which depends on time via \( a \) and \( b \). Consequently the capillary number is now computed as \( Ca = \mu L \dot{\gamma} \bar{R}/\sigma \) and depends on time. The deformation of the bubble is expressed in terms of the dimensionless number \( D = (a - b)/(a + b) \) [109]. Finally, the tilt angle \( \theta \) of the bubble is computed by measuring the angle formed by the eigenvector of \( T_{xx} \) corresponding to \( \lambda_M \) with the flow direction.

The behavior of \( D \) as a function of \( Ca \) is shown in Fig. 8 for various values of the shear rate. Simulations are run until the bubble reaches the boundary. It can be seen that the deformation increases linearly with the capillary number up to \( Ca \approx 0.2 \) and is independent of the value of the shear rate as previously observed [11,12]. This can be compared with the prediction in the case of an equilibrated bubble under steady deformation for weak flows where it holds that \( D = \lambda_0 \dot{\gamma} (19\lambda + 16)/\sigma \) for \( Ca \ll 1 \) [109]. This would give \( D \approx 1.02 \) Ca for the value \( \lambda \approx 0.12 \) of our system. The best fit to numerical data gives \( D \approx 0.89 \) Ca. We stress that in our case the relationship between \( D \) and \( Ca \) is dynamic in the sense that both quantities depend on time keeping the shear rate fixed, while in the case of steady deformation \( D \) is obtained by considering successive increments of \( Ca \) by increasing the shear rate. When the capillary number further increases beyond \( 0.2 \), the deformation is no longer a linear function of \( Ca \) and the smaller the shear rate is, the higher the deformation is with no overlap of data for the different values of the shear rate. One expects that high-order contributions of \( Ca \) to \( D \) might be relevant also in the present problem as it is in the case of steady deformation [110]. Typical bubble conformations in the two regimes are shown in Fig. 9 at the same time for \( \gamma \dot{\gamma} = 1.67 \times 10^{-6} \) and \( 5.00 \times 10^{-6} \). For the lower value of \( \gamma \) it results \( Ca \approx 0.18 \) so that the deformation is still linear in \( Ca \) while in the other case it is \( Ca = 0.61 \) when \( D \) is no longer a linear function of the capillary number (see Fig. 8). In the same figure the finite width of the bubble interfaces along the flow and the shear directions can be appreciated with no deformation induced by the external flow. We are able to observe a nonlinear regime of \( D \) as a function of \( Ca \) in the case of a sheared growing bubble thanks to the very large simulated system.

The time behavior of the tilt angle \( \theta \), which is reported in Fig. 10, is observed to depend on shear rate. At the beginning the elongational component of the shear flow aligns the slightly deformed bubble along the direction of principal extension so that \( \theta \approx \pi/4 \). Immediately afterward the angle diminishes and the lower the shear rate is, the higher the tilt angle is with a...
be to diminish the surface tension. Since it can be shown [111] that \( \sigma \simeq (\rho_L - \rho_V)^2 \sqrt{\kappa(1/T - 1)/2} \), one might reduce \( \kappa \) and/or increase \( T \) with \( T < 1 \). However, since the interface width is proportional to \( \sqrt{2\kappa(1/T - 1)} \)[111], a reduction of \( \kappa \) would make the interface sharper compromising the numerical stability of the method and an increase of \( T \) would broaden the interface requiring larger systems to keep the same resolution thus making the simulation not feasible.

**IV. CONCLUSION**

We introduced a third-order, off lattice isothermal LB model in two dimensions with the purpose to describe the growth behavior of a vapor bubble in superheated liquid. The model is based on the Gauss-Hermite quadrature and on the second-order corner-transport-upwind numerical scheme, which is easily parallelizable as the collision-streaming LB models.

We first considered a quiescent system. We presented a corrected version of the two-dimensional Rayleigh-Plesset equation and found that our numerical results well describe the evolution of the radius of the bubble. The agreement with the solution of RP equation becomes better for larger sizes of the system. We remind that, differently from the three-dimensional case, the spatial extension of the system explicitly enters in the formulation of the RP equation in two dimensions. We also presented a careful evaluation of the critical radius of a bubble for the nonequilibrium conditions considered in this work.

Then we analyzed the same problem in presence of a shear flow imposed by external walls. We measured the growth and the deformation of the bubble induced by the flow. We expressed the deformation in terms of the dimensionless number \( D \) and analyzed its dependence on the capillary number \( Ca \) that is evaluated in terms of shear rate and average radius of the bubble. As expected, a linear dependence was observed at low \( Ca \) but with a different proportionality coefficient than that known for bubbles in equilibrium liquids. This coefficient was found to be the same for the different shear rates considered. A nonlinear regime was observed for \( Ca \geq 0.2 \) with \( D \) being slightly larger, at fixed \( Ca \), for smaller shear rates. Extending our method and analysis in order to control independently the viscosities of the liquid and vapor phases is a subject for future research.
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**APPENDIX**

In order to clarify what happens with the series expansion (37) during the advection step, we first recall the definition
of the tensor Hermite polynomials in the $D$-dimensional Cartesian space \cite{25}:

$$
\mathcal{H}_{\alpha_1 \ldots \alpha_\ell}^{(\ell)}(\xi^\alpha) = \frac{(-1)^\ell}{\omega(\xi^\alpha)} \partial_{\xi^\alpha_1} \cdots \partial_{\xi^\alpha_\ell} \omega(\xi^\alpha), \quad (A1)
$$

where $\ell \in \{0, 1, 2, \ldots\}$, $\alpha_1, \alpha_2, \ldots, \alpha_\ell \in \{x_1, x_2, \ldots x_D\}$ and

$$
\omega(\xi^\alpha) = \frac{1}{(2\pi)^{D/2}} \exp(-\xi^\alpha_2/2) = \prod_{k=1}^D \frac{1}{\sqrt{2\pi}} \exp(-\xi^2_k/2)
$$

with

$$
\xi^2 = \sum_{k=1}^D \xi^2_k. \quad (A3)
$$

The Hermite polynomials $H^m(\xi^\alpha)$ of order $m$, $m \in \{0, 1, 2, \ldots\}$, are defined on the Cartesian axis $\alpha$, in a similar way:

$$
H^m(\xi^\alpha) = \frac{(-1)^m}{\omega(\xi^\alpha)} \partial_{\xi^\alpha}^m \omega(\xi^\alpha) \quad (A4)
$$

and satisfy the recurrence relation

$$
\xi^\alpha H^m(\xi^\alpha) = H^{(m+1)}(\xi^\alpha) + m H^{(m-1)}(\xi^\alpha). \quad (A5)
$$

In the two-dimensional space, we have $D = 2$ and $x_1 \equiv x$, $x_2 \equiv y$. We use the Kronecker symbol $\delta_{\alpha \beta}$ to write:

$$
\partial_{\xi^\alpha} = \delta_{\alpha x} \partial_{x} + \delta_{\alpha y} \partial_{y}. \quad (A6)
$$

This allows us to express the tensor Hermite polynomials $\mathcal{H}_{\alpha_1 \ldots \alpha_\ell}^{(\ell)}(\xi^\alpha)$ with respect to the Hermite polynomials $H^m(\xi^\alpha)$:

$$
\mathcal{H}_{\alpha_1 \ldots \alpha_\ell}^{(\ell)}(\xi^\alpha) = \frac{(-1)^\ell}{\omega(\xi^\alpha)} \prod_{k=1}^\ell (\delta_{\alpha x_k} \partial_{x_k} + \delta_{\alpha y_k} \partial_{y_k}) \omega(\xi^\alpha)
$$

where the symbol $\delta_{(m,n)}^{(\ell)}$, with $m + n = \ell$, is defined recursively, as follows. For $\ell = m = n = 0$, we set

$$
\delta^{(0)}_{(0,0)} = 1. \quad (A8)
$$

For $\ell > 0$, when $\ell = m$ or $n = \ell$, we define

$$
\delta^{(\ell)}_{(\ell,0)} = \delta^{(\ell-1)}_{(\ell-1,0)} \delta_{\alpha x}, \quad \delta^{(\ell)}_{(0,\ell)} = \delta^{(\ell-1)}_{(0,\ell-1)} \delta_{\alpha y}. \quad (A9)
$$

and, for $\ell, m, n > 0$, $m + n = \ell$:

$$
\delta^{(\ell)}_{(m,n)} = \delta^{(\ell-1)}_{(m-1,n)} \delta_{\alpha x} + \delta^{(\ell-1)}_{(m,n-1)} \delta_{\alpha y}. \quad (A10)
$$

In this way we are able to get the expansion of the tensor Hermite polynomials up to order $N = 4$ with respect to the Hermite polynomials:

$$
\mathcal{H}^{(0)}(\xi^\alpha) = H^{(0)}(\xi^\alpha)H^{(0)}(\xi^\alpha), \quad (A12)
$$

$$
\mathcal{H}_{\alpha}^{(1)}(\xi^\alpha) = \delta_{\alpha x} H^{(1)}(\xi^\alpha)H^{(0)}(\xi^\alpha) + \delta_{\alpha y} H^{(0)}(\xi^\alpha)H^{(1)}(\xi^\alpha), \quad (A13)
$$

$$
\mathcal{H}_{(2)}^{(2)}(\xi^\alpha) = \delta_{\alpha x} \delta_{\beta x} H^{(2)}(\xi^\alpha)H^{(0)}(\xi^\alpha) + \delta_{\alpha x} \delta_{\beta y} H^{(1)}(\xi^\alpha)H^{(1)}(\xi^\alpha) + \delta_{\alpha y} \delta_{\beta y} H^{(0)}(\xi^\alpha)H^{(2)}(\xi^\alpha), \quad (A14)
$$

$$
\mathcal{H}_{(2)}^{(3)}(\xi^\alpha) = \delta_{\alpha x} \delta_{\beta y} \delta_{\gamma x} H^{(3)}(\xi^\alpha)H^{(0)}(\xi^\alpha) + \delta_{\alpha x} \delta_{\beta x} \delta_{\gamma y} + \delta_{\alpha y} \delta_{\beta x} \delta_{\gamma y} + \delta_{\alpha y} \delta_{\beta y} \delta_{\gamma x} H^{(2)}(\xi^\alpha)H^{(1)}(\xi^\alpha) + \delta_{\alpha y} \delta_{\beta x}, \quad (A15)
$$

$$
\mathcal{H}_{(2)}^{(4)}(\xi^\alpha) = \delta_{\alpha x} \delta_{\beta x} \delta_{\gamma y} \delta_{\delta x} H^{(4)}(\xi^\alpha)H^{(0)}(\xi^\alpha) + \delta_{\alpha x} \delta_{\beta x} \delta_{\gamma y} \delta_{\delta y} + \delta_{\alpha x} \delta_{\beta y} \delta_{\gamma x} \delta_{\delta x} + \delta_{\alpha y} \delta_{\beta x} \delta_{\gamma y} \delta_{\delta x} + \delta_{\alpha y} \delta_{\beta y} \delta_{\gamma x} \delta_{\delta y} + \delta_{\alpha x} \delta_{\beta y} \delta_{\gamma y} \delta_{\delta x} + \delta_{\alpha x} \delta_{\beta x} \delta_{\gamma x} \delta_{\delta y} + \delta_{\alpha y} \delta_{\beta y} \delta_{\gamma y} \delta_{\delta x} \quad (A16)
$$

In our LB model (of order $N = 3$), the Cartesian components of the discrete velocity vectors are roots of the Hermite polynomial of order $Q = N + 1 = 4$. Let us assume that at time $t = 0$, the distribution function $f_0$, $k = 1, 2, \ldots K$, is expressed as an expansion up to order $N = 3$ with respect to the tensor Hermite polynomials, Eq. (37). According to Eq. (A7), this means that $f_0$ contains all the terms $H^m(\xi^\alpha)H^n(\xi^\alpha)$, with $0 \leq m + n \leq 3$, marked
TABLE IV. \((m,n)\) pairs in the expansion (A7) of the function \(f_k\) (see the text for further details).

<table>
<thead>
<tr>
<th>(m)</th>
<th>(n)</th>
<th>(n)</th>
<th>(n)</th>
<th>(n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0)</td>
<td>(0,0)</td>
<td>(0,0)</td>
<td>(0,0)</td>
<td>(0,0)</td>
</tr>
<tr>
<td>(0,1)</td>
<td>(0,1)</td>
<td>(0,1)</td>
<td>(0,1)</td>
<td>(0,1)</td>
</tr>
<tr>
<td>(0,2)</td>
<td>(0,2)</td>
<td>(0,2)</td>
<td>(0,2)</td>
<td>(0,2)</td>
</tr>
<tr>
<td>(0,3)</td>
<td>(0,3)</td>
<td>(0,3)</td>
<td>(0,3)</td>
<td>(0,3)</td>
</tr>
<tr>
<td>(0,4)</td>
<td>(0,4)</td>
<td>(0,4)</td>
<td>(0,4)</td>
<td>(0,4)</td>
</tr>
</tbody>
</table>

in black as \((m,n)\) in the lower left corner of Table IV. After performing a time step \(\delta t\), the expansion of \(f_k\) will include five new terms, namely the tensor Hermite polynomials of order \(\ell = m + n = 4\), in accordance to the recurrence relation (38). According to the recurrence relation for Hermite polynomials (A5), these new terms of order 4, situated on the north-west–south-east diagonal of Table IV, are of the type \(H^m(\xi_x)H^n(\xi_y)\). Two of these terms, namely \(H^4(\xi_x)H^0(\xi_y)\) and \(H^0(\xi_x)H^4(\xi_y)\), vanish because the components of the velocity vectors used in this models are roots of the Hermite polynomials of order \(N = 4\). The pairs \(m,n\) of these vanishing terms of order \(\ell = 4\) are evidenced by square brackets (i.e., \([4,0]\) and \([0,4]\)) in Table IV. At the next time step, the remaining (nonvanishing) red terms of order \(\ell = m + n = 4\) evolve further and produce terms of higher order \(\ell\) in the table. Since \(H^m(\xi_x)H^n(\xi_y) = 0\) for \(m = 4\) or \(n = 4\), the subsequent time steps never produce nonvanishing terms of order \(m + n > 2N\) in the expression of \(f_k\).


