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Abstract

A dynamical description for fluid binary mixtures with variable temperature
and concentration gradient contributions to entropy and internal energy is
given. By using mass, momentum and energy balance equations together
with the standard expression for entropy production, a generalized Gibbs—
Duhem relation is obtained which takes into account thermal and concentration
gradient contributions. Then an expression for the pressure tensor is derived.
As examples of applications, interface behavior and phase separation have
been numerically studied in two dimensions neglecting the contributions of
the velocity field. In the simplest case with a constant thermal gradient,
the growth exponent for the averaged size of domains is found to have the
usual value z = 1/3 and the domains appear elongated in the direction of
the thermal gradient. When the system is quenched by contact with external
walls, the evolution of temperature profiles in the system is shown and the
domain morphology is characterized by interfaces perpendicular to the thermal
gradient.

PACS numbers: 47.10.A—, 05.70.Ln, 44.35.+c, 64.75.Gh

1. Introduction

Fluid interfaces are characterized by finite thickness [1]. Since the pioneering work of van der
Waals [2] on gas-liquid interfaces, theories with gradient concentration terms in free-energy
density are commonly used to describe interfaces between fluids. They are also used in
statistical mechanics of nonuniform states as, for example, in the Cahn—Hilliard model for
phase transitions in binary alloys [3] and, more generally, in Landau—Ginzburg field theories
[4]. Interfaces contribute to momentum and energy hydrodynamic equations through the
expression of the stress tensor, as first recognized by Korteweg [5].

Usually, in the theories mentioned above, the temperature is assumed not varying in space,
and gradient contribution to thermodynamic forces has been calculated under this condition
[6, 7]. However, there are many relevant phenomena in fluid systems with the temperature
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not homogeneous or where a heat flow occurs. This happens, for example, in the boiling
process [8, 9], droplet motion under thermal gradients [10, 11], phase separation [12] with
heat exchanges. Therefore, theories for non-equilibrium processes in fluids have to take into
account both the thermal and the hydrodynamic effects.

In this paper, we generalize to binary mixtures a theory recently proposed by Onuki [10]
for describing the dynamics of van der Waals fluids. In this theory, which further develops
previous works by Antanovskii [13] and Espaiol [14], the full set of thermo-hydrodynamic
equations is derived for fluids with entropy and internal energy functionals including gradient
terms. By assuming the usual expression for entropy production, a generalized Gibbs—Duhem
relation taking into account the presence of interfaces was obtained. This allowed us to get
an expression for the pressure tensor containing explicit contributions resulting from thermal
gradients, which did not appear in previous theories of [13, 14].

In the case of binary mixtures, diffusion between different species has to be also considered
together with other transport mechanisms [15]. We obtain, for systems with gradient
concentration terms in internal energy and entropy, a generalized Gibbs—Duhem relation
and explicit expressions for pressure tensor and other thermodynamic quantities. These
expressions generalize to non-isothermal cases the relations given in [6] for binary mixtures.
They could be conveniently used in the existing numerical schemes for the simulation of
thermal fluids, as already done, for the case of van der Waals fluids, in [10, 16]. In this paper, as
examples of applications, we study interface profile behavior and phase separation neglecting
the effects of the velocity field. We consider the different cases with a fixed thermal gradient
instantaneously imposed on the whole system or with thermal variations induced by contact
with external walls. We show that the morphology of the phase separating patterns greatly
differs in the two cases: domains grow with interfaces perpendicular to thermal gradients
when the temperature evolves following its dynamical equation, while they are elongated in
the direction of the gradient in the other case. We also show the effects of different heat
conductivities.

The paper is organized as follows. In section 2 we will first set down the thermodynamics
of our system; later, after having introduced the transport equations, we will derive the Gibbs—
Duhem relation and the analytical expression for the pressure tensor. Section 3 will contain
the numerical results obtained from the applications mentioned first with the conclusion to
follow.

2. The model

2.1. Thermodynamics

We consider a binary mixture with components having number densities n; and n,. The total
density will be n = n| + n, while ¢ = n; — n; is the order parameter. A gradient in ¢ is
expected to decrease the entropy, due to inhomogeneities, and to increase the internal energy.
In order to take into account interface contributions, the coarse grained entropy and internal
energy are defined as

S=/|:ns—§|7g0|2]d7), (1)
E:/[Hgﬁ}oﬁ]d? 2)

where s and e are the entropy per particle and the internal energy density of the bulk of the
mixture, respectively, while the parameters C and K weight the interface contributions. In the
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microscopic derivation of [15], gradient terms only appear in the internal energy and, actually,
in our simulations we will put C = 0. However, in the phenomenological treatment of this
section, also in analogy with the formulation of [10], we have considered both the gradient
terms.

To be more explicit we consider a system with

A 2
e=e¢9 e =e?+ ald 1— L 3)
4 n?
and
ns = nsQ + nspmix = ns© + kg [n1In(n) — nyIn(ny) — ny In(ny)] 4)

0 (0) (] 0 (O

where ns@ = nys\” + 15, e©@ = ¢ 1+, 5 and ¢ (i = 1,2) are the entropy per
particle and the internal energy density of the two components separately considered, sp;x 18
the mean-field expression for the mixing entropy, ey is the interaction energy with strength
A (see, e.g., [17] for more details). For example, if a component is described by the van der
Waals equation, one has si(o)/kB =d/2InT +In(1/(Dn) — 1), ei(o) = dnkyT /2 — Cn® where
C, D are constants and d is the space dimension. In the simulations of the following, with
constant total density at the symmetric consolute critical point, it is enough to consider only
the ideal terms in the above expressions.
A critical transition between a mixed phase and separated phases with concentration

@i = £/3n2(0/2kT — 1) (5)

occurs at kg T, = 1 /2. The parameters C, K are related to the surface tension o. For a system
with free energy F = [ (¥ (n, ¢, T) + 1 M| ?golz) d 7, it is defined by

M [dp\>
o= fdy [7 (%) +¥(n, 0, T)— Y0, ¢, T)] (6)

where the integral is calculated along the normal to a flat interface. In our case ¥ (n, ¢, T) =
e —Tnsand M = K + CT. In the ¢*-approximation, the dependence of 1 on ¢ reduces to
V(p) = 4¢% + 2p*, witha = 2L — 2 and b = %L and it comes out that o = 2v _ZZ’#
[1].

Maximization of S under fixed total density [ d 7n, given composition [ d 7¢ and total
internal energy FE, leads to the equilibrium condition with constant temperature and chemical
potentials. The unconditional variational problem consists in maximizing with respect to n, ¢
and ¢ the functional

s-%/d?[ﬁgﬁw}—X/dm—s/d?cp 7)

where Lagrangian multipliers have been introduced.
The first relation, obtained by differentiating the above expression with respect to ¢® at

constant n and ¢ and observing that ((SS/(SE(O)),“/; = (85/86),”/,, is

o (%5 1 o
—(@W‘E ®)

which allows us to identify ¢ with the temperature 7, as usually in statistical mechanics [17].
Moreover, functionally deriving (7) with respect to n and ¢, one obtains

8§ 16 An @?
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being the chemical potential of the component i individually considered, it results
0) ©0) k

Y ot N o ks nteN kg (n—¢\ A ¢
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This leads to the following expressions for the coexistence values for the equilibrium
chemical potentials u; = (85/6n;)z,,,,, of the two components in the mixture

€int

ur=-T(x+&) = u(lo) +kpT In(x;) + Axy — — — MV?p = const (14)
n

pr = —T(x — &) = 1 + kT In(x2) + Ax; — -2 + MV2p = const  (15)
n

with x; = n; /n.
We follow the approach of [10] to describe non-equilibrium behavior. We define the local
temperature, generalizing the relation (8), by

1 <(SS> (as)
— == =n|— (16)
T de o de g

and the chemical potential difference u as
88
uw=-T|— a7
5('0 en

K
?=e+3|?¢|2 (18)

is the total internal energy density which includes also gradient contributions.

Since the functional derivative (17) is defined at constant e, a Lagrange multiplier
field relative to ¢ has to be introduced which can be identified with the temperature of
equation (16). Equation (17) can be rewritten as

where

) 1 1 K
=-T!— [d7|ns— =C|Vg|* - (e+—72)“ 19
2 {&p/ [ 5 |Vl e 2| @l o (19)
and then, by using (4), (11) and performing the functional derivative, one obtains
0 0)
kgT A M
p=t e (BB (1T M o (29, (20)
2 2 2 n—g 2n T
which can be re-expressed as u = (1 — uo)/2 with
M
e = +kpT In(xip) + 23, FTV - (? %)). (21)

This reduces to equations (14)—(15) at constant temperature. w; can also be directly obtained
by u; = (%)n e In the general case one has
i njsia

pe-t M) 12T (59 @2)

ap T dp
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2.2. Hydrodynamic equations

In the context established by (1), (2), (16), (17) we pass to consider the dynamical equations.
For a binary mixture the classical conservation equations of mass, momentum and energy in
terms of the densities n and ¢ take the form [18]

CUIS W (23)
ar i(nv;),

0

S0 = =0 (pu) — 20,77 @4
dl)j

na = —0;(I1;; — 0ij), 25)

de p

E = —8i(?vi) — (H[j — O’ij)aivj - 8[Ji s (26)

where 7~ is the barycentric velocity field, ¢ is the bulk viscosity, 7 is the shear viscosity.
- . e . .
Moreover, J is the diffusion current, IT;; is the reversible stress tensor, 0;; = n(d;v; +9;v;) +

(¢ —2n/d)é;; 0k vy is the dissipative stress tensor and 7; is the heat current.

2.3. Pressure tensor and the generalized Gibbs—Duhem relation

An expression for the pressure tensor can be obtained assuming the usual form for the entropy
production [4, 18]

1 — 1 2/L —
Ez—T?-JﬁTa,-kakvﬁ?V 7 27)
which can be rewritten in our formalism as
8S 8S 8S
r=—(—=) 8J'+(—= v —2(— ) 87 28
(8?>ngo o (8?>n§0 oY <5§0>?,n l ( )

By substituting equations (23), (24) and (26) into the general expression

Sl @)@ @G0
ot én )5, \ 0t s/, , \ot 8¢ )5, \ 0t

gives
aS 58S 88 88 88
—=[d7{—| =) ) —|=]| dCw (=) aJ' —|=]| Tydv;
ot / g { <81’l )?,(p (nv) (8?>i1,<p (e\v) (8/6\>n,(p l <6/e\>n,(p SO
88 58 ;
+ <£>W 0;;0;v; + (@) [0 (pv;) — 20;J)] } (30)
Using

88 88 1
(5% - (5),“,, T v

and comparing (30) with (28), one obtains

e (D) (D), ) D), e

which represents a generalized Gibbs—Duhem relation for binary mixtures taking into account
the presence of interface gradient contributions to the free energy.
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Then, by using (1), (3), (4) and (18) to calculate the following derivatives,

5S o O 2 A (o2

<_) L L S S __("’_2+1> (33)
n X 2T 2T nz—(pz 49 \ n

58 o o A M

Oy A B (PN LT (L) 34
8¢ )5, 2T 2T 2 n—e 2nT T

5\ 1 [3(ms”) 3 (n2sy)
<§)¢n T ( de * de ’ (35)
! n,g n.e

and by substituting these expressions into equation (32), it is possible to demonstrate by direct
algebraic manipulations that the Gibbs—Duhem equation is verified by a pressure tensor IT;;
having the form

Vol M
Hij:(p—M(pVZ(p—M| 2*”' —Tq;%;-v’(?) 8+ Md;pd (36)

where p = —y +noy/on + @dy/d¢ with ¢ defined after equation (6). In this derivation the
standard Gibbs—Duhem relation for bulk thermodynamic quantities has been also used.

Now, having calculated the explicit expressions of the pressure tensor and of the chemical
potential, the dynamical equations are completely set up if phenomenological expressions for
Jy, Ja are also given. A natural choice is [18]

Tu=—Li ?(%) + Lo ?(%) : (37)

T, =L ?(%) + Lo ?(%) . (38)

In general the entropy production is written as a sum of products of flows and thermodynamic
forces with the flows expressed as linear functions of the thermodynamic forces. As the
variation of entropy is always positive or zero, the bilinear form defined by the matrix of
elements £;; must be positive defined and this implies for the phenomenological coefficients
that £1; > 0, Ly > 0 and £1Ly» — L12£51 > 0. Following [15, 18] we can assume that
L1 = Tl and Ly, = T?1y with ) and I, constant. This would give the usual diffusion
equation for the temperature in a homogeneous system where /5, is the heat conductivity.

We observe that the above choice of flows is coherent with the entropy production
expression

T T

that can be obtained rearranging the integral of equation (27) by an integration by parts.

2=T,- ?(%) ~ T ?(u> LD (39)

3. Results

In this section we consider applications of the theory previously derived in simple cases
with constant thermal gradient or studying the combined evolution of the concentration and
temperature fields neglecting only the contribution of the velocity field. We will show examples
of stationary interface profiles and profile evolution after a temperature jump. Then we will
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O 50 100 150 200 250
4

Figure 1. Equilibrium profile of ¢ in a system with 7, = 0.4, T; = 0.3 (T¢ = 0.5). The hot wall
is on the right.

study phase separation for different values of the heat conductivity. The dynamics of the system
will be described by the diffusion and energy equations (24), (26) with the diffusion and heat
currents (37), (38) where we have set v = 0. The chemical potential is derived from a free

energy withy (n, 9, T) = e—kpT[nIn(n)—5¢ In (5¢) =2 1In (*5¢)]. e = AT+%”(1—‘£—§)
where we have expanded the logarithmic terms up to fourth power and A is a constant. We
haveputn = 1,A=1,A=1,C =0,K = 0.35,kg = 1so that T, = 0.5. We have also
set I;; = 0. Recall that ¢ is defined in equation (18), u can be calculated for example starting
from (22) and  is defined after equation (6). We first give few details on the procedure used

in our simulations.

3.1. Numerical method

Equations (24) and (26) are numerically integrated by using an explicit Euler scheme on a
lattice of size L, x L, with time step Az. The spatial differential operators are computed
by a second-order finite difference scheme with spacing Ax. Concerning the mesh step, our
choice for Ax was such that the smallest length scale in our problem (the interface width) was
well resolved in terms of Ax and the results were mesh independent. The time step was small
enough to ensure numerical stability. We assume periodic boundary conditions along the
x-direction and place walls at the upper and lower rows of the lattice kept at fixed temperatures
T, and Ty, respectively, with 7, > T; (from now on the subscripts # and / will denote quantities
computed at the upper and lower rows of the system). For the order parameter ¢ at walls
we adopt neutral wetting which means that a - Voly=0.., = 0, where a is the inward normal
unit vector at the boundaries. We also require that a - %(V2<p)| y=0,., = 0 to enforce strict
conservation of the order parameter. In the following we will use Ax = 1, Ar = 0.001.

3.2. Interface profiles

In this section we neglect the contribution of equation (26). The temperature is kept fixed
at each lattice site and varies only along the y-direction with a constant temperature gradient
a = (I, —T))/L,. In figure 1 we show the profile of ¢ for a system with a temperature
varying between 7, = 0.4 and 7; = 0.3. This is obtained by finding the stationary solution
of equation (24) for a one-dimensional system of size L, x L, = 1 x 256 starting from a
step configuration with ¢(y) = ¢,(T = 0.4) (see equation (5)) when L,/2 < y < L, and
9(y) = ¢_(T =0.3) for 0 <y < L,/2. The temperature gradient is then a = 0.00039.
The parameter [;; is set to 10. We see that the value of the field ¢ in the two phases is not
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Figure 2. Profile of ¢ at consecutive times in a system quenched from 7; = 0.3 to 7; = 0.2 with
T, kept fixed at 0.4. The hot wall is on the right.

constant and non-monotonous respecting the temperature dependence given in equation (5).
The interface has a width of about 6 lattice spacings. The system was then suddenly cooled at
T; = 0.2 doubling «. The evolution of the interface profile toward the new equilibrium state is
shown in figure 2. The only peculiar feature to observe is that the concentration profile close
to the cold wall evolves forming a shoulder which relaxes to a linear shape at later times.

3.3. Phase separation

We have studied the spinodal decomposition of symmetric systems, initially in a disordered
state with the order parameter ¢ randomly distributed in the range [—0.01, 0.01], quenched by
instantaneously changing the temperature field to values below the critical point or by contact
with cold walls. In the first case, equation (24) has been studied alone, while, in the second
situation, the evolution of the temperature in the system is given by considering equation (26)
too.

In figure 3 we show a sequence of configurations for the case with /;; = 10,7, =
0.4, 7, = 0.05 on a lattice with size L, x L, = 1024 x 1024 at the fixed temperature
gradient @ = 0.00034. We have also studied a system of size L, x L, = 2048 x 2048
for the same set of parameters thus having « = 0.00017. The main effect observed is that
at lower temperatures domains grow faster, while we did not find any relevant effect due to
different thermal gradients. By averaging in a region of width SAx close to the walls at times
t = 4000, 6000, 8000, we measured the width of domains along the walls. We found 2.02
for the ratio of domains’ width at the bottom and top sides. In diffusive phase separation the
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t = 500 t = 1000

A\

Figure 3. Contour plots of ¢ at consecutive times during phase separation on a system of size
1024 x 1024 with T, = 0.4, T; = 0.05 and constant temperature gradient profile. Cold and hot
walls are placed at the bottom and top sides, respectively. Gray scaling from white — black
corresponds to maximum ¢ — minimum ¢.

typical size of domains grows as R(t) ~ (o¢t)!/? [19]. Since the surface tension is higher at
lower temperature, domains are expected to grow faster on colder walls but we found only a
qualitative agreement with this law.

The average size R(t) of domains has been calculated as the inverse of the first moment
of the spherically averaged structure factor

[ C(k,1)dk

MO Trcw e

(40)

where k = |l;| is the modulus of the wave vector in Fourier space and
Ck,1) = (pk, NG(—k, 1)) (41)

with ¢(1§, t) the spatial Fourier transform of the order parameter (7, ). The angle brackets
denote an average over a shell in Fourier space at fixed k. In principle, in equation (41)
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R,R. R,

Figure 4. Average sizes of domains R(A), Ry (o), Ry (0J) as a function of time for two systems of
size 1024 x 1024 (empty symbols) and 2048 x 2048 (filled symbols) with 7, = 0.4 and 7; = 0.05
and constant temperature gradient profile. The straight line is a guide to the eye and has a slope
1/3.

one should also perform an ensemble average over different initial conditions. However, for
large system sizes as here, a self-averaging property can be generally assumed [19]. We also
measure the domain size in the two spatial directions as

[dkC(k, 1)
[ dk|k,|C(k, 1)

and the analogue R, for the y-direction.

We looked at the global behavior of the domain size and for the spherically averaged
size we found the growth law R ~ ¢!/3 with R, growing faster than R, as shown in figure 4,
showing the presence of anisotropy effects. From our results it seems to be plausible that the
temperature gradient does not change the algebraic form of the growth law, but rather it may
change the amplitude of R, R, and R,. This is confirmed by the results on the larger system
also shown in figure 4 where the temperature gradient is halved with respect to the previous
case. R, and R, grow with the same behavior with a slightly different amplitude.

We now show the effects of the temperature evolution, as described by equation (26), on
the morphology of phase separation. Our choice of internal energy includes a term directly
proportional to the temperature that can be therefore directly obtained by the integration of
equation (26). We consider two cases, with I, = 10 and Iy, = 100. [;; is always kept fixed to
10 and the wall temperatures are 7, = 0.4, T; = 0.225. Thelattice sizeis L, x L, = 512x512.
The evolution of the temperature across the system is shown for the first case at smaller heat
conductivity in figure 5. The corresponding domain evolution is shown in figure 6. At the
time ¢+ = 250 of our simulations, domains with well-defined interfaces can be observed close
to the walls while in the central region the system is still in the disordered phase. Due to
the neutral wetting condition, domains start to form with interfaces perpendicular to the walls
but, moving toward the middle of the system, they grow oriented in the other direction. At
t = 1250 phase separation has occurred in larger regions but in the middle of the system the
disordered phase can still be observed. At successive times, a stack of domains perpendicular
to the temperature gradient can be observed in all the systems except close to the boundary

R.(t) = (42)
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0.5

'_
0.45
0.4
0.35

0.3

0.25

2‘H‘m‘“x““x““x““x
0 100 200 300 400 500
Y

Figure 5. Temperature profiles across the system averaged along the x-direction with 7, =
0.4, T; = 0.225 and Iy, = 10 at times ¢ = 250, 750, 1250, 1750, 2500, 5000, 7500, 10000 (from
top to bottom).

t =250

= 10000

Figure 6. Contour plots of ¢ at consecutive times during phase separation on a system of size
512 x 512 with T,, = 0.4 and 7; = 0.225 and /5, = 10. Cold and hot walls are placed at the
bottom and top sides, respectively. Gray scaling from white — black corresponds to maximum
¢ — minimum ¢.

regions. These domains are characterized by a transversal width which grows with time but
our statistics does not allow us to establish a quantitative law for this growth.

Going at higher heat conductivity (/2 = 100), the temperature evolution is faster and, as
shown in figure 7, at the latest times of our simulations a linear profile is obtained. The domain
pattern evolution, shown in figure 8, proceeds also in this case with elongated configurations
perpendicular to the temperature gradient except than in the regions close to the walls. By
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0.5¢

)_
0.45¢
0.4
0.35
0.3

0.25

2 L L L L L
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Y

Figure 7. Temperature profiles across the system averaged along the x-direction with 7, =
0.4, T; = 0.225 and l5p = 100 at times ¢ = 250, 750, 1250, 1750, 2500, 5000, 7500, 10 000 (from
top to bottom).

t = 10000

Figure 8. Contour plots of ¢ at consecutive times during phase separation on a system of size
512 x 512 with T, = 0.4 and 7; = 0.225 and ly; = 100. Cold and hot walls are placed at the
bottom and top sides, respectively. Gray scaling from white — black corresponds to maximum
¢ — minimum g.

visual comparison with the case at lower heat conductivity, one observes that the width of
domains in the vertical direction is smaller, at the same times, for higher heat conductivity.
This is confirmed by the analysis of the behavior of the first momenta of the structure factor.
In all the cases studied with dynamical temperature, we could not find patterns with domains
elongated in the direction parallel to the temperature gradient as it appeared in the case with
the fixed temperature profile.
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4. Conclusions

In this paper, we have considered the dynamical equations of binary fluids where also the
temperature is a dynamical quantity. The fluid mixture is described by a generic state equation
with gradient contributions added to internal energy and entropy providing the standard coarse
grained description of interfaces. We derived a general expression for the pressure tensor which
takes into account concentration gradient terms and is consistent with other thermodynamic
relations.

We considered examples of applications where contributions due the presence of the
velocity field are neglected. In particular, we have studied phase separation in a system with a
fixed temperature profile and in cases where the quench occurs by contact with external cold
walls and the temperature evolves inside the system following the heat equation. Domain
patterns are different in the two situations: in the case with dynamical temperature, domains
prevalently form with interfaces perpendicular to the thermal gradient while the domains are
elongated along the thermal gradient in the other case. This result is different from what was
found in the simulations of [20, 21], based on different models, where the domains orientate
always parallel to the thermal gradient. Instead, our results for the domain orientation are
similar to those of [22] where the temperature was varied in the system with a fixed law, not
coupled with the concentration field.

Concerning growth properties, in the case with a fixed thermal gradient, we measured
horizontal, vertical and spherically averaged typical domain size. A power law with exponent
1/3 was always found as in usual diffusive growth. Hopefully, in the future, effects of the
velocity field will also be evaluated.
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